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ABSTRACT
Globally, 43% of households lack Internet access, primarily in re-
gions where deployment and/or service costs are prohibitive, in-
cluding in the least developed countries, rural locations, and regions
with high concentrations of ethnic minorities and low-income pop-
ulations. Unfortunately, this lack of Internet access increasingly
equates to a lack of access to essential services, such as health-
care, education, and economic opportunities. In an environment of
marginal economics, creative and varied approaches to obtaining
access have flourished, including Internet kiosks long popular in
the Global South, libraries as public access in the Global North,
parking lot use of open WiFi access points, and spectrum-based
solutions such as TV whitespace links and citizen band radio. In
the near future, local 5G and the deployment of satellite constel-
lations promise yet additional options in the price/performance
space for access. In this context we are interested in the following
research question: How can the presence of multiple networks, with
different price, performance, and geographic reach profiles, be best
used in concert to improve access to critical services? We propose
that a robust answer to this question bears a holistic, cross-layer
examination of new communication paradigms, network architec-
ture innovation, and application design. We make this concrete by
running to ground a specific case study of two networks, one high
performance yet limited in geographic scope and the other low
performance yet pervasive. Specifically our LoRaX (LoRa eXtends
the Internet) system combines high bandwidth but non-pervasive
Internet access with a low data rate, low power, yet ubiquitious
network made possible by IoT developments. By focusing on two
networks with extreme differences, we explore a design space that
offers users new opportunities for participating in Internet-based
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services–even when high speed Internet connectivity is intermit-
tent. We also reflect on the generality of the environment and our
solution approach for future multi-network settings.
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1 INTRODUCTION
Despite significant efforts to deploy last-mile Internet connectivity
over the past decade, only 57% of global households have Internet
access [51]. The households most likely to lack access are those
in the least developed countries [51], those in rural locations [76],
and those belonging to ethnic minorities and low-income popula-
tions [26, 78]. Two main factors contribute to this digital inequal-
ity: cost of deployment and cost of service. For rural and remote
communities, the cost to providers of deploying last-mile Inter-
net connectivity can be difficult to offset based on the population
size of the service area. Moreover, for communities with emergent
economies and low-income demographics, monthly service costs
associated with home Internet access or LTE subscriptions can be
prohibitively expensive [78, 90]. Critically, a lack of Internet access
increasingly equates to a lack of access to essential services, such
as healthcare, education, and economic opportunities [83].

In an environment of marginal economics, creative and varied ap-
proaches to obtaining access have flourished. Internet kiosks have
long been a part of the access landscape in the Global South [44],
while libraries and community centers offer public access in the
Global North and beyond [37]. The Internet access situation in
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Figure 1: Dual-regime ITU system.

marginalized communities became even more dire during the
COVID-19 pandemic as nearly all aspects of school, work, and life
moved online, producing examples of individuals traveling, in some
cases significant time and distance, for Internet access [9, 56]. Look-
ing ahead, the deployment of satellite constellations [53] and 5G
networks promise yet additional options in the price/performance
space for access. Significantly, now and into the future the Internet
access landscape will consist of multiple technologies that individu-
als must navigate. Current network architectures and applications
provide limited support for this navigation.

In this context we are interested in the following research ques-
tion: How can the presence of multiple access networks, with different
price, performance, and geographic reach profiles, be best used in
concert to improve access to critical services? To make this concrete,
we consider a specific instance made possible by recent advances
in long distance, low power, but low bandwidth IoT technologies.
Our two-network proof-of-concept system, LoRaX (LoRa eXtends
the Internet)1, supports access to services over a combination of
low- and high-bandwidth network regimes. As illustrated by Fig-
ure 1, the key idea is to use the pervasive, low data rate network for
messaging and service initiation, followed by service completion
at a later time over the geographically constrained high bandwidth
network. This novel initiate-then-update (ITU) communication par-
adigm is coupled to a user interface design that explicitly reveals to
the user the difference in network capability to assist in effective
use. Taken as a whole, this system produces a new point in the de-
sign space of cost-effective Internet access achieved by cross-layer
considerations.

Our work makes the following contributions:
• A new point in the design space of cost effective Internet
access that re-purposes a newer link technology with the
architectural innovation of a two-network system and tests
the idea of involving the end user in navigating regimes of
differing connectivity performance.

• The development of an initiate-then-update paradigm for
applications operating across two network regimes. The key

1LoRa is a popular IoT networking standard. There are alternatives to LoRa in the low
power, long range IoT space, including SigFox [57, 64] and Narrow Band IoT [63, 81].
We selected LoRa for the availability of off-the-shelf equipment and the developer
community. Our key contributions apply regardless of the specific low data rate
technology chosen.

idea behind this paradigm is that a useful set of service calls
can be partially completed with limited data rate transfers
and then fully completed when high bandwidth access is
available. An increasing number of services with RESTful
APIs are compatible with this approach.

• A proof-of-concept implementation and performance evalu-
ation that demonstrates the feasibility of using LoRaX as a
cost-effective means for supporting economic development
in contexts where Internet connectivity is not ubiquitous
and thus the alternative is to drive for access.

After running our proof-of-concept to ground, we reflect on the
generality of the multiple network paradigm and the approach we
take to use these networks in concert, as well as the economic
viability of a pervasive low cost, low power network. We anticipate
that the design insights from LoRaX and the initiate-then-update
paradigm may lead others to consider cross-layer and architectural
approaches to bridging stubborn digital divides as well as provide
ideas useful for future highly heterogeneous network environments,
even when well-provisioned.

2 BACKGROUND & CONTEXT
Our work takes place in the context of two trends. The first is
the considerable past effort to address digital divides with new
technology-based solutions. The second is the increasing availabil-
ity of multiple types of networks in a given region, beyond the
common example of the cellular/WiFi dual network situation fre-
quently encountered in well-provisioned areas today. To the first
contextual trend, digital inequalities have proven to be persistent
even in the face of efforts to deploy new infrastructure and increase
accessibility [26, 51, 90]. In the research and development com-
munity, many technology advances to improve access naturally
lie at the link layer and emphasize longer reach with moderate or
higher bandwidth. Notable in this category are TV White Space
(TVWS) links [19, 66, 71], Long-distance WiFi [7, 65, 73, 80], and
LEO satellite constellations [8, 53]. These have one hop geographi-
cal coverage ranging from 10s of kilometers to 1000s for satellite,
and data rates in the tens to low hundreds of Mbps. By comparison,
low-power, low data rate technologies developed for IoT such as
Low-powered Radio (LoRa) [62] have reach comparable to Long-
distance WiFi and TVWS with much lower data rate, but notably
lower subscriber and provider cost. Less common are architectural
advances that use existing link technologies in novel ways. A no-
table example here is Disruption Tolerant Networks.With origins in
delay tolerant networking for interplanetary communication [13],
Disruption Tolerant Networks use a store-carry-forward paradigm
to bridge regions of temporary disconnection [35]. DTNs were an
area of active research and produced a bundle protocol for transmis-
sion across connectivity regions [48], numerous routing protocols
for sparse and changing connectivity [1, 2, 28], and application
prototyping [75].

To the second contextual trend, as network technologies become
increasingly hyperlocal (e.g., 5G and CBRS) or regional (e.g., LoRa
and Sigfox) in their service ranges, there is a general trend towards
multiple network regimes overlapping in a given area. ICTD lit-
erature demonstrates that underserved communities tend to rely
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on these different network regimes for the distinct purposes of ex-
tending the reach of connectivity (regional networks) [73, 103] and
providing robust local connectivity (hyperlocal networks) [46, 52].
However, given the continued trend of overlapping pervasive low-
capacity networks and hyperlocal high capacity networks, we argue
that there is a need for a paradigm that weaves these coinciding
network regimes together rather than relegating services to one
regime or another. To do this, we envision an initiate-then-update
(ITU) paradigm that supports data services over a combination of low-
and high-bandwidth network regimes. It may seem counter intuitive
to draw on a low data rate technology in the context of improved
access. Our key insight is that the reach and cost profile of increas-
ingly pervasive IoT network coverage bears creative examination
in the design space of cost-effective access.

3 SYSTEM DESIGN & IMPLEMENTATION
We design and implement LoRaX as a dual-network instance of an
ITU system that uses LoRa as the pervasive, low-capacity network
and WiFi LANs as the high-capacity networks. LoRa provides an
ideal test case for examining the potential uses of a pervasive, low-
capacity network; it is highly economical (see Section 5.3) and
has been growing in prominence as the de facto low power, wide
area network (LPWAN) standard for supporting rural IoT [61]. It
is critical to note that any pervasive, low-capacity network could
be used in an implementation of an ITU system. For instance, one
might envision an ITU system that uses 2G networks for the low-
capacity regime and LTE/5G for the high capacity regimes. With
LoRaX, the benefits of LoRa, namely low cost and wide coverage
area can be integrated into a larger system that compensates for its
low data rate capacity through the placement of a proxy that can
coordinate service delivery over high-capacity and low-capacity
network regimes on behalf of the user. In the context of Figure 1,
LoRaX uses LoRa as the pervasive, low-capacity network and WiFi
LAN as the intermittently available, high-capacity network. Notably,
LoRaX extends the boundary of connectivity to Internet-based
services through a proxy server that manages data transactions
between low and high data rate network regions.

Figure 2 depicts themajor components of the LoRaX system, with
the protocols and information flow through the LoRa network to
the proxy and on to the Internet. On the left, a User End (UE) Device,
such as a smartphone or tablet, runs an application that interfaces
with Internet-based services using LoRaX. A LoRa node located at
the customer premise (CPE) acts as the access between an off-the-
shelf, non-LoRa-enabled UE device and the LoRa network. In the
middle, our LoRaX Compound Repeaters each combine a LoRa node
with a LoRa gateway to support a multi-hop, bidirectional LoRa
network from the UE to a LoRaX Proxy Server on the Internet. The
LoRaX Proxy Server manages connectivity between the low rate
LoRa network and the high rate Internet and accesses Application
APIs on behalf of the user.

Since our usage of LoRa as part of LoRaX deviates from the
conventional LoRa usage and architecture (which we describe in
Appendix A), there are several key challenges that we needed to ad-
dress. First, we needed to implement software support that would al-
low mobile apps to coordinate transactions executed via LoRaWAN

and TCP/IP protocol stacks. Second, we needed to re-architect ap-
plication services so that they were logically accessible through
both high- and low-bandwidth regimes. We accomplished this by
decomposing Internet-based APIs into smaller units of informa-
tional transactions that could be handled partially by LoRa and
then providing a user interface that helped communicate with the
user about partial and complete data transactions. As third chal-
lenge, we explored the possibility of increasing the coverage of
LoRa even further by extending its reach through a multi-hop ar-
chitecture. Since commercial LoRa only supports single-hop star
topologies, extending the reach involved the implementation of
a novel compound repeater architecture that allows off-the-shelf
LoRa to operate in a bi-directional, multi-hop configuration. We
provide more extensive background detail about standard LoRa
operation and configuration in Appendix A to help contextualize
the details of our implementation. We organize descriptions of the
LoRaX system design around the three challenges that our system
addresses.

3.1 Challenge 1: Effectively Utilize and
Integrate Two Regimes

Fundamental to the LoRaX system is effectively utilizing the low
data rate LoRa network and integrating into the higher bandwidth
Internet. Figure 3 depicts the LoRaX Proxy Server that orchestrates
the dual network use. As shown, the proxy participates on the LoRa
side in the publish/subscribe protocol that is used to distribute LoRa
messages. The proxy participates on the Internet side by making
API calls to services such as Etsy. To translate between low data
rate, highly compact LoRa messages and full-fledged API calls, the
proxy maintains state on a per-user and per-application service
basis.

Use of LoRax requires an initial registration step with the proxy,
as well as setup of information to support each desired service. This
registration must be done over an Internet connection; the LoRa
network is too slow to feasibly support setup. Initial setup involves
supplying the user’s account credentials, any API keys, and any
service-specific details. As described in Section 3.2, a key principle of
the LoRaX system is the ability to reference and provide placeholder
elements until the user can travel for Internet access and update the
placeholders with full resolution objects. The initial configuration
includes creating and storing these placeholder elements at the
proxy.

After setup, when a user has only LoRa access, their request
is encoded into a LoRaX message and routed through multiple
compound repeater hops to the LoRaX proxy server. When the
message reaches a compound repeater that is connected to the
Internet, it is forwarded by the Application Server to the LoRaX
proxy server as an MQTT message that contains the formatted
payload data that will be used as parameters for a RESTful API
call. The MQTT message is published to an MQTT broker located
on the LoRaX proxy server where it is then pushed to the proxy
service that handles API calls for the application (e.g., Etsy). Once
the appropriate proxy service receives the MQTT message, it then
creates an HTTP request based on the REST API of the web-based
service to which it corresponds. The LoRaX proxy server then
handles the response from the RESTful API call, and forwards an
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Figure 2: LoRaX network architecture.

Figure 3: LoRaX proxy server.

encoded response back to the UE over the reverse pathway using
LoRaX messages. For our proof-of-concept, we designed a compact
message representation that allowed us to extract the service, API
call, and API parameters from a single LoRa message.

In the case where the user has a stable Internet connection,
they will access the proxy over a TCP/IP connection bypassing the
compound repeaters and supply the system with the listing details.
That request is then forwarded from the LoRaX proxy server to the
service (Etsy in this example) via its REST API just as in the case
with no Internet connection. The response here is sent back to the
UE through a TCP/IP connection.

3.2 Challenge 2: Re-architect Application
Services

3.2.1 Initiate-then-Update. One of the contributions of our work is
the reframing of networked service transactions through an initiate-
then-update paradigm, which provides users with more pervasive
access to services by allowing them to take advantage of multiple
network regimes. The initiate-then-update paradigm leverages two

common service trends in order to support transactions over a com-
bination of low-bandwidth and high-bandwidth network regimes:
(1) services based on transactions of well-defined, structured con-
tent objects; and (2) APIs based on CRUD (create, read, update,
delete) database operations. Our insight is that the creation of new
content objects via APIs often requires a collection of individual infor-
mation units, some viable for low data rate transmission and others
requiring high bandwidth. Further, uploading partial information can
preserve much of the value of full objects. When information can be
represented with few bits it can be effectively transmitted over low-
bandwidth regimes; larger information requires high-bandwidth.

Since most APIs focus on content objects as the unit of transac-
tion (not the individual information units that comprise a content
object), typical API use occurs only when there is sufficient band-
width to support the large information units that are part of the
content object. The initiate-then-update paradigm disrupts typical
client interactions with APIs by transmitting the small information
units associated with a content object as soon as possible to a proxy
(i.e., when pervasive low-bandwidth connectivity is available). To
bridge the gap left by large information units required to create
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the content object, initiate-then-update relies on the proxy to pro-
vide “information placeholders”–stock data options that are used
temporarily in the place of information units that could not be
transmitted over the available regime. In the case of LoRaX, the
LoRaX proxy server hosts a database that contains information
placeholders for each service that it provides proxy access. Initiate-
then-update next leverages the fact that most APIs enable a way to
update previously created content objects. When a high-bandwidth
regime becomes available, the initiate-then-update paradigm up-
dates a content object containing information placeholders with
the actual large information that was part of the content object
formed by the application client.

3.2.2 UI Design and Etsy Prototype. A LoRaX-supported app run-
ning on a UE device has two possible connectivity options for
communication with Internet-based services–a low data rate com-
munication channel supported by LoRa and a comparatively high
data rate channel supported by wireless broadband. While there
have been several other platforms that use heterogeneous network
channels for sending data based on availability or quality of the
connection [12, 29, 32, 107], these approaches seek to make the
app transition between different network interfaces invisible to the
user. LoRaX takes a fundamentally different approach by making
the communication channels (and their limitations) transparent
to the user while also guiding the user through optimal use. We
hypothesize that this transparency may be useful in areas with
sparse or challenged broadband connectivity because information
about when broadband connectivity is needed to achieve certain
tasks can be used to help direct users to mobilize to places where
broadband connectivity is available.

To investigate the potential and limitations of making network
capabilities transparent to the user and supporting (at the appli-
cation layer) transitions from low bandwidth to high bandwidth
regimes, we designed a prototype version of a LoRaX UI to the
Etsy app using the high fidelity prototyping tool Figma [36]. Doing
so requires making design decisions about how to convey to the
user which networks are currently available and what interactivity
options are currently possible, as well as carrying state for transac-
tions that have been initiated and are awaiting update. We chose
Figma because it allowed us to develop the prototype ‘mock’ user
interface for the LoRaX smartphone app without developing an
actual functioning LoRaX app. Figma was originally developed as a
web-based tool for designers worldwide to collaborate on various
design projects [36]. Figma supports creating interactive experi-
ences on prototype user interfaces without requiring any under the
hood back-end codes (e.g., codes for client-server communication)
which also allowed us to simulate scenarios from different network
regimes on the mock user interface for the LoRaX app.

As shown in Figure 4, the prototype simulated the user expe-
rience of accessing Etsy API calls with both (a) full broadband
connectivity and (b) limited connectivity provided through LoRa.
The prototype supports five common actions: linking an existing
Etsy user account to the app, creating a new product listing, re-
viewing and modifying existing listing information, and checking
notifications and alerts about listings. When broadband connectiv-
ity is available (Figure 4a), the user interface is designed to explicitly
reveal which Etsy services are available in addition to providing

information about the status of the UE’s end-to-end connectivity
to Etsy servers (green bars). Conversely, when only LoRaX connec-
tivity is available (Figure 4b), the app “grays out” the services that
cannot be supported with limited connectivity while also demon-
strating the overall limited status of the end-to-end connection
using LoRaX (yellow bars). Thus the design philosophy is four-fold:
(1) keep a consistent look-and-feel between the two connectivity
regimes to ease cognitive load and make the transition from one
regime to another relatively seamless at the UI level, (2) provide mul-
tiple indications of the current connectivity; and (3) make explicit
what operations can and cannot be performed, and (4) convey status
for initiated operations that are pending update. In Sections 4.3 and
4.4 we describe the results of user testing with this prototype UI.

3.3 Challenge 3: Extend Reach
To be most cost effective, we want the LoRa portion of LoRaX to
extend beyond the reach of a single gateway, by using LoRa in
a multi-hop configuration. This represents a departure from the
traditional data flow enabled by off-the-shelf LoRa, where a node
connects to one or more gateways which in turn connect to a single
network server, in a star-of-stars topology with the network server
as the hub. While the star-of-stars topology maximizes data flow
from many data collection points (sensors and IoT devices) to a
single data sink (the network server), the multi-hop topology seeks
to extend LoRa’s reach beyond the transmission range of a single
node-gateway link. Doing so is not straightforward because the
LoRa protocol does not support direct node-to-node communication
or direct gateway-to-gateway communication [61]. Mesh LoRa
extends the reach of traditional LoRa by making every end node
capable of acting as a router and able to directly communicate
with other end nodes to forward their payloads to a gateway in
a multi-hop fashion [49, 58]. However, implementing mesh LoRa
requires developing custom hardware as well as protocol stacks
to achieve direct end node to end node communication [49, 58].
This prevents mesh LoRa from taking immediate advantage of off-
the-shelf hardware as well as the already available protocol suites.
Because we do not require a mesh network, and we seek to use
off-the-shelf hardware, we use the simpler approach of coupling
nodes with gateways.

To implement a multi-hop topology, we designed compound re-
peaters (see Figure 2 and Figure 5) that combine a LoRa node and
gateway together into one component. A compound repeater re-
ceives data over LoRa on its gateway, transfers the data over a
serial connection to its node, and transmits from the node to the
next compound repeater over LoRa. Figure 2 illustrates a multi-hop
network, with one compound repeater functioning as a last hop
that connects to UEs via a LoRa node that functions as customer
premise equipment (CPE) and one compound repeater functioning
as a connection point to the Internet via a LoRaX proxy server. The
intermediate compound repeater illustrates the mid path configu-
ration.

Compound repeaters address an additional logistical challenge
presented by commercially-available LoRa devices in order to real-
ize a multi-hop network, namely the limitations of the LoRa timing
protocol as implemented by Class A LoRa devices (see Appen-
dix A.1). In theory, multi-hop topology would be best implemented
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(a) Broadband connectivity (b) LoRa connectivity

Figure 4: Example of Etsy LoRaX UI in different connectivity statuses.

Figure 5: Implementation of LoRaX compound repeaters.

with a Class C device, which enables LoRa end devices to transmit
and receive simultaneously; however, Class C devices are still not
readily available as off-the-shelf development boards. To overcome
the asymmetry between uplink and downlink transmission tim-
ing with Class A LoRa devices and the lack of end device-to-end
device and gateway-to-gateway communication capabilities, the
compound repeater couples LoRa nodes and LoRa gateways over
a serial connection. This allows a compound repeater node to al-
ways be able to receive (by the attached gateway) from another
compound repeater or transmit (by the attached node) to another

compound repeater, thus achieving simultaneous transmit and re-
ceive capability without being restricted by the limitations that
accompany the receive window timings of Class A LoRa devices.

To accomplish simple routing over compound repeaters, we im-
plemented an Application Server that determined whether packets
needed to be forwarded to the next hop via LoRa or if they needed
to be forwarded on to either the LoRaX proxy server or a LoRa
CPE. Since the Conduit gateway device is powered by mLinux [95],
we were able to implement an Application Server directly on the
Conduit device. We implemented the Application Server logic with
Node-RED [38], an event-driven programming language for wiring
together hardware devices. The Application Server is able to access
packet payloads received by the gateway on the same compound
repeater. If the payload is intended for a service for the LoRaX
proxy server connected to the current compound repeater, then the
packet is forwarded to that service via TCP/IP to the LoRaX proxy
server. Conversely, if the payload is intended for a UE, then the
packet is forwarded over LoRa by the gateway on the last-mile com-
pound repeater and received by the LoRa CPE node. If a compound
repeater is not connected to the intended packet destination (either
LoRaX proxy server or LoRa CPE node), the Application Server will
forward packets to the node on the current compound repeater via
serial so it can be to be forwarded on to its final destination.
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Figure 6: Measurement configuration including points (stars) where NTP-synchronized timestamps were collected.

3.4 Additional Implementation Details
Our implementation uses off-the-shelf hardware. Specifically,
we implement the UE-to-LoRa functionality using a LoRa node
equipped with an ESP32 module that provides the node with
TCP/IP communication capabilities over WiFi to the device. We
use an ESP32 MCU developed by the Espressif Systems that comes
equipped with a 32-bit microprocessor, integrated WiFi, Bluetooth,
and support circuitry in a compact 39-pin module [94]. To sup-
port LoRa communications, the LoRa node uses The Things Uno
(TTUno) [72], an off-the-shelf LoRa node development board based
on Arduino Leonardo [5]. TTUno employs an 8-bit Atmel At-
mega32u4 micro-controller paired with a Microchip RN2903 LoRa
radio module, which handles the MAC and PHY layers of LoRa com-
munications. The TTUno and ESP32 are connected to each other
with a custom-designed Arduino shield that provides serial com-
munication. Our implementation of the gateway uses a Multitech
Conduit Programmable Gateway [96], which can be configured to
function both as a LoRa Gateway and LoRa Network Server.

4 EVALUATION
We have three goals in our evaluation. The first is modest: a proof-
of-concept that our prototype LoRaX system works end-to-end as
intended with off-the-shelf LoRa devices plus our Arduino shield
and software. This modest test allowed us to understand first-hand
the barriers in using off-the-shelf and development platforms for
novel LoRa uses; we reflect on this experience in Section 5.2. The
second goal is to probe performance barriers to use of LoRaX as
a solution for enabling Internet service use without broadband
connectivity. The third goal is to assess usability of LoRaX, and in
particular how well the user interface supports users in navigating
regimes of different performance.

4.1 Measurement Methodology
Because we have repurposed LoRa for human-to-Internet service
use, rather than its usual machine-to-machine use, the performance
metrics of interest differ from those in prior work. (See Section 6 for
further discussion of common metrics in prior work.) In particular,
we focus on the end-to-end latency that a user experiences when
initiating an Internet service action on an end device as well as
the round trip time to receive a confirmation. Additionally, while

telemetry applications can often tolerate data transmission loss, we
require reliable transmission or notification of failure. Therefore we
also measure packet loss that would lead to either a failure report
to the user or retransmissions that increase effective latency.

The delays in the LoRa portion of the end-to-end path dominate
performance, hence our measurement setup omits the proxy to
Internet service component. In particular, as illustrated in Figure 6,
our measurement setup utilizes two compound repeaters (Figure 5)
with the ESP32 acting as a means for an end-user device to insert
messages into the system. In these tests, a Raspberry Pi simulates
an end-user device by sending LoRaX messages to the ESP32 on
Compound Repeater A. The messages are then forwarded from the
node over LoRa to Compound Repeater B. Compound Repeater B
simulated a message-response cycle by returning LoRaX messages
back to the end-user device via Compound Repeater A over LoRa.
Compound Repeater A then forwarded the message back to the
end-user device via TCP/IP from the ESP32. To evaluate the per-
formance of the system, both LoRa gateways and the ESP32 were
synchronized to the same NTP server. Timestamps were taken at
four locations: at the ESP32 when the LoRaX message was received
from the end-user device (t1), at the LoRa gateway on Compound
Repeater B (t2), at the LoRa gateway on Compound Repeater A (t3),
and once again when the LoRaX message returned to the ESP (t4).
RTT was measured by t4 − t1, uplink delay by t2 − t1, and downlink
delay by t4 − t2. For each test, we measured delays for 250 round
trip messages at each distance and line of sight condition. When
packets were dropped, we re-transmitted until we achieved success
using 20 s as an arbitrary (conservative) timeout value.

For our test environment, we used The Things Network’s adap-
tive data rate (ADR) mechanism, which dynamically optimizes the
parameters used to determine the spreading factor (modulation
rate), bandwidth, and transmission power used by the LoRa Mi-
crochip RN2903. ADR is recommended for devices that are generally
static, which is the ideal deployment scenario for the compound
repeaters. Notably, for all of our measurements, the spreading fac-
tor remained at a consistent SF=7, information we leverage in our
trace-driven simulations. The LoRa gateways were configured to
use an antenna gain of 3 dBi. All tests use a packet payload size of
13 bytes. We restricted the payload sizes to be 13 bytes as this was
the minimum number of bytes required for encoding the necessary
data to make a successful Etsy API call.
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Figure 7: Measurement locations for (a) indoor tests, (b) 2-20
m outdoor tests, and (c) 100-400 m outdoor tests.

Figure 8: Retransmission frequency for each test at 400 m.

4.2 Measurement Results
To establish a baseline on system performance, we measured end-
to-end delay in line of sight (LOS) and non-line of sight (NLOS)
indoor environments in a university building. For indoor NLOS
tests, the compound repeaters were placed on the opposite sides of
building corridors, forcing the LoRa transmissions to pass through
multiple concrete walls as shown in Figure 7a. LOS measurements
occurred in hallways.

We extended our measurements to a less-controlled outdoor en-
vironment depicted in Figure 7b and 7c to evaluate the robustness
of LoRaX latency and PLR in the target setting and with longer
distances between compound repeaters. While we were aware that
our range would be limited due to the limitations of the PCB an-
tennas onboard the LoRa nodes on the compound repeaters, our
goal was to generally characterize the stability of performance with
increases in distance so that we could extrapolate performance to
more extended scenarios.

Our measurements are summarized in Table 1 where the con-
tribution of each component of delay is isolated and the standard
deviation is also provided, with the packet loss rate on the round

trip path indicated in the last column. Four trends are notable. First,
the mean delays on all components of the paths are remarkably
consistent, with the difference between lowest to highest values
no more than 10% of the mean. Second, the standard deviations
are more substantial especially over the LoRa link, where we see
standard deviation values as high as 50% of the mean. The uplink
and downlink delay values are dominated by the delay between
the ESP32 and the LoRa nodes, likely because it is serial, while the
LoRa link is subject to much more environmental variation. Third,
the indoor LOS and NLOS values show little difference indicating
that for these distances and obstacles NLOS is not a problem. Fi-
nally, the outdoor data shows a generally increasing trend in packet
loss rate as distance increases, with a notable increase going from
200m to 400m, suggesting that 400m is the practical limit for our
off-the-shelf components.
Trace-driven Simulation. In order to understand how our results
might translate to a more complex implementation with a greater
number of hops, we used a trace-driven simulation approach based
on our measurements at 400m. Specifically, we seek to understand
how our measurements of LoRaX RTT and LoRa link delay trans-
late to RTT values for a single Etsy API call made over LoRaX. We
contextualize these RTT projections by comparing them to walking
times (for hop distances up to 400 m) and driving times required
to traverse the same distances. Our measurements and the mea-
surements of others [59] indicate that the most significant impact
on LoRa end-to-end delay is packet loss rate, which increases with
larger packet payload sizes and NLOS links. Based on the consis-
tency of our measured RTT and LoRa delays across increasing
distances (Table 1) as well as other measurement-based studies of
LoRa delay across more substantial distances (up to 9 km) [59, 60],
we assume that projected LoRa transmission delays will remain
consistent at greater distances (up to 5 km) given our parameters
of 13 byte payloads and Spreading Factor 7. We provide access to
the software used to run our trace-driven simulation via GitHub2.

For each multi-hop scenario that we simulate, we randomly se-
lect a delay value from our measured distribution of transmission
delays from the ESP32 to the next hop compound repeater (ESP32
to Gateway B in Figure 6) to represent the delay of the first outgoing
transmission from the LoRaX compound repeater attached to the
UE to the next LoRaX compound repeater in the path (hop1). We
similarly select a value from our measured distribution of downlink
transmission delays to represent the delay of the last transmission
on the return pathway (hop2n ). For every other hop on the uplink
pathway (hop2 to hopn ) and downlink return pathway (hopn+1 to
hop2n−1), we randomly select a value from our measured distribu-
tion of LoRa transmission delay values (Gateway B to Gateway A
in Figure 6). To account for packet loss, we use the PLR that we
observed at 400 m to determine whether a transmission over a par-
ticular hop was successful or not. Until we are able to successfully
transmit in our simulation, we add 2 ∗Mean_LoRa_TX_Delay to
our overall projected RTT, simulating the time it would take to de-
tect a potential packet loss. The projected RTT represents the sum
of delay values selected for each hop on the uplink and downlink
path in addition to the projected amount of time it would take to

2https://github.com/CANIS-NAU/COMPASS2022.
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.Location Distance LOS Mean
Delayup
t2 − t1
(ms)

Std. dev.
Delayup
t2 − t1
(ms)

Mean
Delaydown
t4 − t2
(ms)

Std. dev.
Delaydown
t4 − t2
(ms)

Mean
DelayLoRa
t3 − t2
(ms)

Std. dev.
DelayLoRa
t3 − t2
(ms)

PLR (%)

Indoor 2m Y 1,328.06 90.92 1,854.39 90.53 295.12 98.24 0*
Indoor 10m Y 1,336.9 62.54 1,845.36 62.37 291.24 106.81 1.96
Indoor 20m Y 1,324.76 66.58 1,857.36 66.39 281.18* 84.77 13.5
Indoor 50m Y 1,313.11 78.03 1,869.18 77.86 298.19 102.52 1.96
Indoor 2m N 1,320.86 84.95 1,860.56 84.7 302.21** 110.96 0.4
Indoor 10m N 1,352.35** 98.7 1,829.7* 98.31 283.84 75.93 9.42
Indoor 20m N 1,334.16 72.74 1,846.98 72.69 288.88 114.9 0.79
Indoor 50m N 1,342.19 81.52 1,839.31 81.72 293.72 119.42** 1.57
Outdoor 2m Y 1,337.86 86.1 1,843.9 86.24 293.83 110.34 1.57
Outdoor 10m Y 1,304.14 96.88 1,877.16 97.03 294.91 78.47 0.8
Outdoor 20m Y 1,300.01 69.64 1,881.78 69.57 288.55 70.46* 0*
Outdoor 50m Y 1,286.22* 120.57** 1,895.35** 120.63** 298.05 86.93 1.19
Outdoor 100m Y 1,322.71 83.74 1,858.82 83.61 286.66 77.83 0.8
Outdoor 200m Y 1,296.15 57.02* 1,885.05 56.97* 293.00 110.57 4.58
Outdoor 400m Y 1,307.22 63.15 1,874.27 63.11 291.25 98.93 28.77**

Table 1: Overview of baseline indoor and outdoor measurements. (*Minimum observed values for each column; **Maximum
observed values for each column.)

detect all dropped packets. We run our simulation 1,000 times for
each hop count.

We graph the mean projected RTT as a function hops in Figure 9,
where the hop lengths are set to 400 m and 5 km. In each graph,
the error bars represent the standard deviation of RTT values. For
a simulation of 10 hops at 400 m, we project a mean RTT of 11.4
s (σ = 4.8 s) and a mean PLR of 26.5% (σ = 8.3%). We compare
these projections to travel times associated with different modes
of transport that a user might use to travel to the nearest point of
Internet connectivity3. Given the relatively short hop length of 400
m, we compare our projections to walking and driving. For walking,
we assume an average travel rate of 5 kmph [15]; for driving, we
assume an average travel rate of 100 kmph. At this distance, driving
times can be 2.4× faster than the RTT for a 10-hop configuration.
However, we note that this may be a relatively short distance and
users might be more apt to walk to the nearest point of Internet
availability than drive. In this case, the projected RTT for a 10-hop
configuration of LoRaX is 8.4× faster than the round-trip walk time.
This means that in the time it takes a user to walk to a place of
Internet availability, LoRaX could make over eight API calls on
their behalf.

We recognize that 400 m falls short of LoRa’s promised transmis-
sion range of 15km in rural, outdoor settings [59, 61]. As we discuss
in Section 5.2, a number of measurement studies have recognized
the relative immaturity of off-the-shelf LoRa hardware [89, 100, 101].
In order to characterize how LoRaX might perform given improved
hardware, we make some assumptions that allow us to project RTT
values for hop lengths of 5 km. Based on an extensive measurement
study of LoRaX performance using software defined radios (rather
than off-the-shelf devices), Liando et al. were able to demonstrate
that LoRa was able to transmit data across LOS links of up to 5 km
with a PLR of 30%when the spreading factor was set to SF=7 and the
payload length was 10 bytes. While the study did not include RTT
or delay measurements, the authors noted that transmission delay
was more dependent on payload size and spreading factor, rather
than distance [59]. Based on the similarity of our own parameters

3We assume that the nearest point of Internet connectivity is equivalent to the end-to-
end path length.

(13 bytes and SF=7) to those of Liandro et al., we ran our simulation
using the same delay distributions as those we measured for 400 m,
but used a PLR of 30% to determine retransmission in the simulation
of multiple hops at 5 km in length. We observed similar projected
mean RTT values (µ = 12.2 s and σ = 4.8 s at 10 hops) as those
projected for 400 m hops. However, the most notable distinction of
the extended hop length is the relationship to round trip drive times
across equivalent distances. Assuming that users would drive at a
rate of 100 kmph to the nearest place of connectivity, LoRaX RTTs
are 1,774-4,933× faster than the driving times, indicating that in the
amount of time it would take for a user to drive to the nearest point
of connectivity and back home again, thousands of Etsy API calls
could be generated. For an Etsy merchant, this translates directly
into potential revenue as they would be able to spend more time
posting shop updates and advertising merchandise before having
to travel to fulfill order requests.

4.3 User Testing Methodology
As mentioned earlier in Section 3.2.2, previous works that used
heterogeneous network channels for communicating depending
on the quality or availability of the connection made the transition
between different network regimes invisible to the user [12, 29,
32, 107]. Because LoRaX takes a fundamentally different approach
by making the states of the communication channels and their
limitations transparent to users, we needed to determine effective
ways to convey the available network states and how they might
affect availability of application functionalities to the users. To do so,
we designed and conducted preliminary user testings with aWizard
of Oz testing approach, using a prototype ‘mock’ user interface
that simulates connections to Etsy using LoRaX as described in
Section 3.2.2.

We conducted the preliminary user testing sessions over the
Zoom video conferencing platform in accordance with Institutional
Review Board (IRB) ethical and privacy guidelines and our institu-
tion’s COVID-19 guidelines. Participation was voluntary and users
were recruited using a snowball sampling method [41] by reaching
out to local crafting communities and known Etsy users. Partici-
pants were not compensated for their participation. Zoom meeting
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(a) (b)

Figure 9: Projected RTT per API call relative to average drive time for the same distance to nearest Internet access point for
(a) 400m hops and (b) 5km hops.

audio and video were recorded after obtaining the participant’s ver-
bal permission. Overall, we were able to conduct the preliminary
user testing sessions with eleven different users (n = 11) whose
ages ranged from 20-45 years old. All of the users reported that
they used smartphone apps multiple times a day and three of the
users confirmed that they had used e-commerce platforms like Etsy.
We provide background information about all the test users who
participated in the preliminary user testing process in Table 2.

Each preliminary user testing session was conducted in two
distinct phases. During the first phase our goal was to understand
usability in each connectivity regime. Each user was given a list of
tasks to complete including configuring the app for first-time use,
creating and checking item listings on Etsy, modifying an already
posted item listing, and reviewing Etsy notifications. Users were
first asked to perform the tasks on a version of the user interface
(UI) that assumed the high-bandwidth network regime. Then, users
were asked to perform similar tasks with a version of the UI that
represented the low-bandwidth network regime.

During the second phase of testing, our goal was to understand
what connectivity icon designs were effective in conveying regime
to a user. Users were shown three different sets of icon designs and
asked to rank them according to their personal preferences. Icons
included ascending bars (Figure 10a), a meter (Figure 10b), and a
face (Figure 10c). Icons were color-coded to indicate whether the
connectivity status included broadband connectivity (green), LoRa
connectivity (yellow), or no connectivity (red). Icons were modi-
fied slightly in different connectivity statuses to provide additional
indicators about connectivity (e.g., for broadband connectivity, the
bars had three colored bars as opposed to only two colored bars for
LoRa connectivity). To help account for order bias, we presented
the options in a random order for each user. The users were then
asked to provide a brief explanation of their ranking choices. Using
methodologies from participatory design [69], sessions ended with
asking the users for general feedback on the prototype UI, specif-
ically what they liked, did not like, and what they would change
about the interface based on their experience.

We analyzed the recordings of the preliminary user testing ses-
sions and user feedback using a grounded theory approach that
involves qualitatively identifying emergent themes (“open codes”)
in user’s responses to questions about their perceptions of the in-
terface [93]. As we collected more responses, we used the constant
comparative method to categorize open codes into more general
themes (“axial codes”) that reflected some of the collective perspec-
tives on the user interface [40].

4.4 Findings from Preliminary User Testing
Sessions

During the first phase of all preliminary user testing sessions, the
users were given a two part list of various tasks to complete using
the prototype ‘mock’ LoRaX app user interface. Apart from minor
navigational difficulties (e.g., clicking the wrong button or mistak-
enly choosing the wrong option), all of the test users (n = 11) could
successfully complete all the tasks on the given list using the mock
user interface. While analyzing the data obtained from this stage of
user testing, we focused on finding what factors (e.g., icons, text la-
bels, color coding, etc.) helped users to better understand about the
different network regimes and how the available network regime
affected the functionalities of the prototype LoRaX app. These anal-
yses and implicit feedback from the users were complemented by
the explicit user feedback that we obtained from the second phase
of the user testing.

Two major themes emerged from user feedback. The first was
about the iconography that should be used to denote information
about current network regime. The second theme focused on the use
of explicit labeling to provide information both about the network
regime and the services available while connected through that
regime.
Iconography. From our analysis of the data obtained from the user
testing sessions, we found that when navigating between different
network regimes (e.g., high-bandwidth and low-bandwidth) users
preferred icons that carry clear meanings and are recognizable
from similar settings. For example, one of the test users quoted
why they chose network bar icons as their first preference for
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Gender Age (Years) Education Level Etsy Experience Label
Male 23 Attending college for a 4-year degree Not an Etsy user U1

Non-binary 22 Attending college for a 4-year degree Not an Etsy user U2
Male 23 Attending college for a 4-year degree Not an Etsy user U3
Female 22 Attending college for a 4-year degree Not an Etsy user U4
Male 21 Attending college for a 4-year degree Not an Etsy user U5

Male 24 Enrolled in or completed a graduate
degree Not an Etsy user U6

Male 23 BA or BS college degree Not an Etsy user U7

Female 23 Enrolled in or completed a graduate
degree Not an Etsy user U8

Female 23 BA or BS college degree

Has been using Etsy as a seller
for more than 6 months but less
than a year. Uses Etsy 2-3 times a
month.

U9

Female 45 AA degree from a vocational, technical,
junior college, or community college

Has been using Etsy as a buyer
for more than a year. Uses Etsy
2-3 times a year.

U10

Female 25 Enrolled in or completed a graduate degree
Has been using Etsy as a seller
for more than a year. Uses Etsy
2-3 times a year.

U11

Table 2: Background information about the test users participating in the preliminary user testing.

representing the current network regime: “On my iPhone that’s how
the connectivity shows. That’s the most intuitive” (U11). Another user
explicitly mentioned universality when explaining their preference
for network bars as an icon indicating the network regime: “I would
just go with the network bars. That’s a universal symbol for having
connectivity” (U7).

However, objects or symbols which the user comes across in
everyday life might not always be obvious in carrying the message
when they are not used in their typical contexts. For example,
another test user explained a speedometer symbol might not be
a good choice for representing connectivity status by stating: “I
understand that the speedometer is like Internet speed. But I don’t
know, I just haven’t seen that before. I wouldn’t say that’s super
intuitive” (U11).
Explicit Labeling. Besides using appropriate symbols to make the
user aware of the different connectivity statuses, we also investi-
gated user perceptions of text labels to help clarify how different
network regimes impacted the availability of services available
through a LoRaX-enabled app. The general consensus found in
the feedback from different test users is that legible text labels can
help the user (especially if the user is not very tech savvy) make
a connection between the network regime and the availability of
services.

We also asked for users’ opinions about attaching explicit text
labels to icons used to display the current network regime. Ac-
cording to the users’ feedback, such labels are not necessary if the
icon symbol is universally understood. However, if less common
symbols are used, such text labels will certainly help the user to
understand the meaning behind the symbol more easily. According

to one of the test users: “If you’re going to use the speedometer one
or the smiley face then the labels are important. Because, I feel like
people already kind of understand the bars mean connection” (U4).

5 DISCUSSION
Our implementation and evaluation of LoRaX illuminates the pos-
sibilities and logistical challenges associated with pervasive low
data rate messaging in the context of an ITU system. Here we dis-
cuss the implications of our work for enabling the ITU paradigm,
challenges associated with limitations of off-the-shelf LoRa hard-
ware, economic feasibility of a LoRaX network, and some of the
limitations of our approach to design and evaluation.

5.1 General Applicability
While our work in this paper evaluates the feasibility of using LoRa
as a pervasive low data rate channel that extends Internet services,
it points to the possibility of a paradigm wherein pervasive low
data rate networks are able to provide scaled-down interactions and
services routinely offered over high capacity networks, but where
these high capacity networks are prohibitive due to physical range,
challenging terrain, and/or cost of deployment. As cyberphysical
systems and smart community architectures expand beyond high-
density urban environments [30, 55, 91] and seek to support highly
mobile networked agents across dynamically networked environ-
ments [31, 87], it is useful to consider how pervasive low data rate
networks might add value in regions where high capacity networks
are not available. For example, in the case of designing smart and
connected communities in more rural settings, a pervasive low
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(a)

(b)

(c)

Figure 10: Icons for representing connectivity status (LoRa
connectivity shown).

data rate network channel might be used to continuously monitor
the presence of mobile networked devices (e.g., a herd of livestock
tagged with biosensors or an oncoming fleet of self-driving vehicles)
and direct software-defined edge-based resources associated with
high data rate network infrastructure to configure themselves to
anticipate an increase in traffic load as part of smart infrastructure
practices. Alternatively, in the case of disaster monitoring using
unmanned mobile sensing units [87], a pervasive low data rate
channel might be able to assist high capacity networks in coordi-
nating and allocating dynamic spectrum resources based on agent
mobility and data transmission needs [31, 88]. A non-trivial point to
note here is that the integration and use of a pervasive low data rate
network will naturally incur considerable delay on the communica-
tion process compared to its counterpart high capacity network. As
demonstrated through the trace driven simulation results discussed
in Section 4.2, in remote areas where high capacity networks are
unavailable, people could easily face larger delays if they chose to

walk or drive to the nearest point of high capacity network con-
nectivity. We hypothesize that people would be tolerant of the lags
stemming from the integration and use of pervasive low data rate
networks when the alternative options (e.g., walking or driving
to the nearest point of high capacity network connectivity) incur
considerably higher lags.
Network Model. To begin to formalize the performance tradeoffs,
consider an environment such as the one in Figure 1 where multiple
networkswith different geographic reach and different performance
profiles co-exist. Imagine that one of these networks, N1, has rel-
atively low performance yet large geographic reach. The second
network, N2, has relatively high performance yet is geographically
limited in reach. For simplicity, let the network performance be
expressed as the average bandwidth b1 for N1 and b2 for N2, where
b1 << b2. Suppose a user is in the region covered by N1 but not N2
and has a file of size s to upload. Further, suppose the travel time for
this user to reach an access point of N2 is T . In this simple model,
the additional network N1 offers benefit whenever s/b1 < 2T +s/b2,
where the factor of 2 is to allow the user to travel to the access
point and back home. If b2 is very large then this is approximated
by the condition s/b1 < 2T .

For example, if b1 = 300kbps and (one way) travel time is 1 hour
then files that are smaller than 270 Kbytes can be more efficiently
transferred over the slower network N1. If b1 = 37.5kbps and travel
time is 1 hour then files that are smaller than 38 Mbytes are more
efficient over N1. (We use these bandwidth values for b1 based on
LoRa technology estimates.) The travel distance associated with 1
hour of travel depends, of course, on the travel modality. If a car is
not available and the user must depend, for example, on a bicycle,
then the user can cover about 25 kilometers in an hour. If the user
is further constrained by schedule commitments, such as lack of
access to childcare, the “travel" time could easily include realities
such as waiting for another adult to come home before travel is
possible. Thus even relatively short travel distances such as 5 km
when accompanied by a 45 minute wait until travel is possible could
easily tilt the preference to the slower network.

To incorporate the ITU paradigm in this simple model, suppose
further that there are two sizes to the image, s1 and s2, where
s1 << s2. The images are not equivalent in utility to the user,
however the smaller image suffices as a temporary placeholder, and
notably has much higher utility than no image. In this regime, the
network N1 offers benefit whenever s1/b1 < 2T +s2/b2. If we again
assume that b2 is large, this is approximated by s1/b1 < 2T . With a
factor of 10 compression from s2 to s1, the advantage of N1 extends
to original images of size between 2.7 and 380 Mbytes using the
speed range and 1 hour travel time budget above. While simple, this
model illustrates the interplay between an abstracted version of
the application, the ITU paradigm, and the multi-network regime.

5.2 Maturity of OTS LoRa Development
Platforms

As we implemented the LoRaX system using off-the-shelf (OTS)
LoRa development hardware, we experienced several logistical
challenges associated with the maturity and interoperability of dif-
ferent LoRa systems. At the time of our equipment purchase (2018),
the two major commercial options for LoRa development boards
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were the TTN Uno (combines Arduino Leonardo with a Microchip
RN2903 LoRa shield), which uses the TheThingsNetwork library
for Arduino4; and the Dragino LoRa shield coupled with Arduino
Leonardo, which uses the LMIC library5. Based on the quality of
available documentation for both the hardware and the supporting
libraries, we selected the TTN Uno; however, our actual experi-
mentation with several of the boards revealed that the onboard
PCB antenna was not powerful enough to transmit data more than
half a kilometer–far shorter than the 10 km promised by the TTN
Uno documentation [98]. Notably, we are not alone in facing these
engineering challenges when exploring OTS hardware solutions for
the development of system prototypes that leverage LoRa. Works
investigating the use of OTS LoRa for a number of applications in-
cluding rural fire monitoring [101] and urban healthcare IoT [100]
have noted similar discrepancies in the achievable OTS LoRa node
transmission ranges with both TTN Uno and Dragino development
shields [89]. While several TTN Uno development forums provided
suggestions for adding high-gain antennas to the TTN Uno, these
instructions were all external to the formal TTN Uno documen-
tation and required physical modifications of the board–far from
the “plug-and-play” capabilities touted by OTS LoRa nodes. Al-
though these types of engineering challenges are not completely
insurmountable (as evidenced by in-depth evaluations of LoRa’s
transmission capabilities [17, 39, 59, 67, 77, 82], our own work and
the work of others note that they are open challenges that can
prevent novel experimentation and innovative deployments that
seek to use OTS LoRa as a data transmission solution [89].

5.3 Economic Feasibility
A key consideration for any proposal to bridge digital divides is the
economic cost of the proposed alternative. While technology costs
are notoriously difficult for researchers to adequately estimate, we
provide an analysis of feasibility based on costs for current off-the-
shelf components. For the compound repeater design, the LoRa
node is the cheapest component and costs approximately $60-$65.
The LoRa gateway component can be found at costs ranging from
approximately $400 to $800. It is noteworthy that when Class C
LoRaWAN end devices become available, the compound repeater
will be replaced by one of these devices and the cost will likely
dramatically reduce. Each compound repeater can simultaneously
service dozens of households up to 120 where the network becomes
too saturated [11]. For the target users of this application, this
limitation is unlikely to be realized.

The portion of the LoRaX architecture that is placed in the users’
residences (CPE) is composed of much cheaper components. For
our experimental setup, we use the same LoRa node from the com-
pound repeater and pair it with an ESP32.With ESP32s being widely
available and at a low cost of approximately $5, our experimental
CPE comes in at approximately $70. Every household would need
one CPE device that any number of smartphones would be able to
connect to. When deploying the LoRaX system, there are a number
of financing, management, and ownership models that are possible,
especially since LoRa equipment is relatively inexpensive, small,

4https://github.com/TheThingsNetwork/arduino-device-lib
5https://github.com/matthijskooijman/arduino-lmic

and low-power (especially compared to alternatives like local cellu-
lar networks and TVWS). One common approach would be to place
the burden of financing and installation of the compound repeaters
onto the users of the system through monthly service fees [33]. In a
“worst-case scenario” where a single compound repeater would be
needed to provide service to a single, remote household, the cost of
initial deployment could be completely amortized in a year with sub-
scriber payments of $72.50/month. In other scenarios, community
taxes or grant programs might fund the initial cost of compound
repeater installation and they would simply charge a small fee for
the low volume of traffic that would need to be routed out to the
Internet. As for the CPE, we have seen multiple approaches to this
in other community networks [14, 33]. Some communities choose
to include the CPE with a service subscription. Other communities
have chosen to make the users purchase the CPE outright, in which
case the equipment is theirs to own even after terminating their
service. The justification of this approach is that users will take
better care of their equipment if they are the ones who own it.
When considering long-term management of compound repeater
infrastructure, we envision the LoRaX system being something that
would be maintained by community network operators (such as
those discussed by Potsch et al [79]) as a way to augment their
community Internet backbone. However, when imagining a future
where blending multiple, complementary network regimes in a sin-
gle region can increase service access and coordination, we can also
envision a model where larger national network service operators
take on the task of deploying and maintaining the infrastructure
necessary to support the ITU paradigm.

Based on these cost logistics, it is clear that as more users sub-
scribe to a system like LoRaX, the more it drives down the cost of
infrastructure deployment and maintenance. Moreover, there are
network effects that are possible with increased adoption. As more
users come to rely on services offered through an ITU model, there
are increased market pressures to design services to be delivered
through this paradigm of more gradual and granular service de-
livery, removing the need for extensive proxy services at the edge
of the Internet. If ITU services are deployed through community
network operators, this relieves the burden of those operators also
needing to maintain extensive proxy services on their network.

5.4 Limitations
Performance evaluation. In theory, a single LoRa gateway is ca-
pable of supporting connections on the scale of 15 km [61, 82]. In
our evaluation, we were only able to transmit at up to 400 m with
LOS (PLR of 28.77%). This was largely due to the limitations of the
transmission power of the LoRa module (Microchip RN2903) used
by the LoRaX node in our implementation. While these hardware
limitations prevented us from collecting measurements at a scale
that is truly representative of the promises made by LoRa spec-
ifications, we were able to leverage our measurements and data
provided through other measurement studies as part of trace-driven
simulations that offered a more extended exploration of LoRaX’s
ability to provide access to Internet-based services.

We note that the indoor RTT’s that we observed are about 3-4×
as long as those that are observed in a study by Liang et al. focused
on measuring RTT achieved by LoRa networks operating in indoor
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environments [60]. This is largely explained by the fact that the
payload size that we supported in our measurements was almost
twice as large as those evaluated in the Liang et al. study, which in-
creases the transmission and propagation delays in both the uplink
and downlink directions. We also note that the standard deviations
of the delays and the PLRs in Table 1 vary non-intuitively with
distance. The standard deviations of all the delays are either be-
low 100 ms or stay very close to 100ms. We hypothesize that the
standard deviations of the delays can be attributed to the accuracy
of NTP over Internet as it can vary between 5–100 ms and is eas-
ily affected by delay scenarios on the network [104]. Additionally,
we theorize that some portion of the PLRs that we observed are
due to random instances of inter technology-interference on the
sub-GHz/unlicensed ISM band [45] coupled with the limited trans-
mission capabilities of the PCB antennas on the LoRa nodes in our
measurement setup.

Despite the relatively long RTTs ( 3.1 seconds) that we measured
over the LoRaX system, it is critical to evaluate the performance
in the context of the application. Having a user experience a 3.1
second delay to post a new listing on Etsy or receive a notification
about an item being purchased from their online store is negligible
when compared to delays on the order of hours or days between
opportunities to interact with Internet-based services.
User testing. There were several limitations in our preliminary
user testing methodology. Our sample size of n = 11 was small
and not necessarily representative of the demographics of users
who would need to use a LoRaX-based application due to Internet
connectivity challenges. However, given that our goal was to inves-
tigate the potential and limitations of making network capabilities
transparent to the user, the sample was sufficient by demonstrating
that users were able to successfully complete tasks under different
network regimes and were able to reach a relative consensus about
the how information about connectivity might be displayed visu-
ally and textually to provide appropriate indicators about service
availability given network connectivity status.

6 RELATEDWORK
Long-Range, Low-Bandwidth Messaging Services. There are
a number of existing long-range, low-bandwidth systems that use
the Short Message Service (SMS) communication service [27, 50,
103] as a control channel to facilitate client-server communication.
Generally, these services use an SMS gateway and a GSM modem
to deliver content between a user and a server using mobile devices
over the existing GSM network infrastructure. Furthermore, these
systems primarily target communication within a community, with
application domains that include tracking health care information
and supply chain management.

In contrast, LoRaX does not leverage any preexisting network
infrastructure. By utilizing LoRaWAN [62], nodes can be added as
needed, allowing a network to expand with its user base. Addition-
ally, the only costs associated with LoRaX are those to purchase
a gateway and nodes; there is no per-message charge, allowing a
LoRaX network to scale with the number of messages sent. Instead
of connecting users within a community, LoRaX is used to connect
its users to Internet-based services.

For low data rate and high delay tolerance, the disruption tolerant
networking research has produced routing algorithms (e.g., [42,
92]), architectural innovations (e.g., [35], and associated routing
schemes to support data delivery in sparse networks. The three-tier
Data MULEs project proposed the use of mobile entities to pick up
data from stationary sensors and deliver it to access points [85].
Developed at roughly the same time, the Message Ferry approach
similarly envisioned nodes with responsibility for moving messages
around [108]. A key challenge in sparsely connected networks is
knowing when there is data to send that might summon a MULE or
a ferry. A low data rate control channel for this purpose is postulated
in some prior work [108], long pre-dating our idea of adding a low
data rate network as a complement to other networks.
Web Over Challenged Networking Environments. Since the
release of the World Wide Web (WWW) in 1991 [106], pro-
viding access to diverse types of web contents over any chal-
lenged/heterogeneous network environments has been an active
area of research. Inherent characteristics of any challenged network-
ing environment, e.g., network heterogeneity, unstable/intermittent
connection(s), high delays/jitters, bandwidth bottlenecks, often
result in poor connectivity which unsurprisingly contributes to
negative user experiences while browsing/searching on the web
[21].

Approaches to improving performance have included techniques
such as local proxy service and caching, hoarding, prefetching of
web contents to mitigate the effects of a challenged networking
environment [6, 86]. Another approach proposes integrating con-
currently available multiple heterogeneous wireless networks with
divergent capacities for transferring large data files to support inter-
active applications on the web [70]. This particular approach titled
Integrating Multi-Path Data Transfer (IMPDT) utilized one of the
concurrently available wireless networks which had a lower data
rate but comparatively more stable connectivity as a control chan-
nel to initiate/set up the actual data transfer operation. In accessing
the web, IMPDT utilized the stable, low data-rate control channel
for transferring smaller-sized HTTP text files and unstable, high
data-rate networks for transferring larger-sized data files. This work
bears some relationship to our own in the selective use of a low
bandwidth network, but differs in that the IMPDT networks were
available everywhere. Our target environment must contend with
different geographic reach for the low and high data rate networks.
Human-Network Interaction. Our inquiry into user perceptions
of LoRaX is related to work that examines how users interact
with information about networks and decision-making around net-
works [4, 22–25, 54, 99, 105]. A body of work by Chetty et al. inves-
tigates user perceptions of network usage and resources [22–24].
Their evaluation of uCap examined user perceptions of a system
designed to help household network users monitor their network
usage and manage network usage caps [25]. Field studies of uCap
revealed that providing users with visibility into network perfor-
mance caused users to take action and make decisions about their
network activities based on information about the network. While
uCap and related systems [54] examine how users adjust their
network activities and resource allocation based on network infor-
mation, a separate body of work provides frameworks for users
to assign traffic from specific mobile applications to specific net-
work channels (e.g., LTE and WiFi) [4, 99]. While our work also
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seeks to provide transparency about heterogeneous networks, we
focus on users’ perceptions about indicators of service availability
rather than providing them with the capacity to select a particular
network connection for service traffic.
LoRa Systems and Networking.Much of the published research
regarding LoRa concerns measurements of physical and link layer
performance under a variety of settings, and proposed improve-
ments at these lower layers. For example, Carlsson et al. measure
LoRa under different outdoor environmental conditions that in-
clude a dense forest, a city, and an open space [16]. They focus
on physical layer measurements (e.g., RSSI, SNR) as a function of
distance from the end device to the gateway, finding rapid falloff
in the city setting and advantages to placing gateway antennas at
higher elevations. Blenn and Kuipers similarly measure the popular
LoRa Things network [10] for SNR and RSSI, as well as theoretical
data rates. The effect of inter-network interference is considered for
its potential to limit scalability [68], and mitigations are proposed
by Voigt et al. [102] and in Choir [34], the latter of which improves
the LoRa link layer for urban settings.

In work closer to our own, Lee and Ke investigate the feasibility
of extending the reach of LoRa via a mesh structure that supports
ad hoc sensor networking using the LoRa physical layer protocol
and omitting the LoRaWAN MAC layer protocol [58]. Our work
similarly investigates extending the reach of LoRa by facilitating
multiple hops, but we have maintained support for the LoRaWAN
MAC protocol. Chen et al. propose a comprehensive system ar-
chitecture called TinyNet that unifies LoRa with other low-power
radio standards such as Bluetooth low energy and 802.15.4 [20].
They measure multi-hop delay performance for a variety of proto-
col stack combinations. We avoid the complexities of Layer 2.5 in
TinyNet by focusing on a single low power physical and link layer
coupled logically with a single broadband link. Gu et al. propose a
similar out of band control plane for a network with heterogeneous
radios [43], using LoRa for the control plane and Zigbee for data
plane. Finally, several recent systems exploit LoRa in uncoventional
ways for long distance/wide area backscatter [74, 97] and propose
alternatives that use chirp spread spectrum in novel ways [47].

7 CONCLUSION
As low-powered, low-bandwidth LPWAN technologies such as
LoRa become more ubiquitous, it is valuable to consider how they
might be leveraged in concert with high capacity networks with
limited range to increase access to services. In this paper, we have
described the design and implementation of LoRaX, a first-of-its-
kind system that implements a novel initiate-then-update design
paradigm to support API service access across a combination of
low- and high-bandwidth network regimes. Our measurement eval-
uations of LoRaX revealed a high variability in the performance of
off-the-shelf LoRA hardware with respect to RTT performance and
PLR. Our trace-driven simulations demonstrated that with more
reliable hardware that has more powerful transmission capabilities,
LoRaX could enable UEs to make thousands of API calls in the time
that it would take to drive to the nearest point of connectivity–
highlighting the ability of a ubiquitous low data rate messaging
system to provide meaningful access to Internet-based services.
Our UI-design and preliminary user study demonstrated that users

were able to successfully complete app-oriented tasks across mul-
tiple network regimes and demonstrated users’ acceptance of a
UI-design that provided transparency about network availability
and the resulting capacity for interaction with services. As we look
forward to a future with increasingly multiple network environ-
ments that combine high-capacity networks with limited ranges
and ubiquitous low-capacity networks, we anticipate that design in-
sights from LoRaX and the initiate-then-update paradigm can help
support a future of highly heterogeneous network environments.
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A LORA PRIMER
Our starting point for the LoRaX system is the low-powered wide
area networks (LPWANs) that have emerged as a promising solu-
tion for data connectivity to support wide-area telemetry at large
scale [18, 82]. By operating in the unlicensed industrial, science,
medical (ISM) spectrum band with low power requirements and
impressive advertised coverage footprints of up to 15km, Low-
powered Radio (LoRa) has been touted as the preferred low-powered
data transmission technology to support low data rate Internet of
Things (IoT) data transmissions [82].

LoRa’s primary use is the transmission of low data rate sensor
values to applications in the cloud where the data is aggregated
and analyzed as depicted in Figure 11. As illustrated, LoRa-enabled
sensors on the left of the figure stream data at low rate to one or
more LoRa Gateways in range. The LoRa Gateway then forwards
packets to an Internet-connected LoRa Network Server, typically via
cellular or WiFi access. The LoRa Network Server is responsible for
sending acknowledgements, filtering data (e.g., if multiple gateways

receive the same packet), and forwarding data to the appropriate
Application Server for processing.

LoRaWAN is a combination of MAC and network layer protocols
that manages communications between end devices and gateways
by acting as a routing protocol while facilitating shared access
to the physical layer [84]. LoRaWAN networks assume a star-of-
stars network topology where gateways are connected to a central
network server via a standard TCP/IP backbone and act as trans-
parent bridges between end devices and central network servers
by converting LoRaWAN packets to TCP/IP packets and vice versa
[3, 61].

A.1 LoRa Device Classes
The LoRa specification defines three classes of end devices, each
with different behavior for transmitting, listening/receiving, and
idle time: Class A, Class B, and Class C. For our initial design, we
considered several system architectures based on the characteristics
of the different LoRa end device classes. Class A is the minimum
supported behavior by LoRa-compatible end devices; some support
Class C, which was the second class to be implemented, and cur-
rently only a handful support Class B, the last to be standardized.
Because Class A is the most commonly available, we use it for our
design and implementation.

In Class A mode, an end device’s communication is always ini-
tiated by the device itself. The end device will only listen for a
downlink message shortly after it sends an uplink message. Once
the end device completes asynchronous transmission of a message,
its radio is turned off, or made idle, for a configurable period of time
T1, often 1 second. It then turns on the radio in receive mode and
listens for the preamble of an incoming downlink message (from
the gateway). This is the first receive window, and its duration must
be long enough to detect a message’s preamble. If it does detect the
preamble of a message, the end device leaves the radio turned on
to receive the entire message. If the message is received intact and
its destination address is this end device, then the radio is turned
off (set back to idle). A diagram for the typical Class A timing is
shown in Figure 12.

Alternatively, if no preamble is detected during the first receive
window, or if a message was received but its destination was a
different end device, then the end device leaves the radio idle until

Figure 11: Standard LoRa network architecture.
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Figure 12: LoRa Class A end device timing

the end of a second, configurable period of time T2, at which time it
turns on the radio again in receive mode and listens for a downlink
message preamble. This is the second receive window. As before,
the radio is turned off at the end of the window if no preamble is
detected. Otherwise, the radio is kept on until the entire message
is received.

As LoRa was originally developed to support IoT, a major benefit
of using Class A communications is power savings; by limiting the
time spent in receive mode, the overall power consumption of the
device is minimized. . However, the main downside of using Class
A is the increased difficulty of bidirectional communication. Since
the end device will only listen for a downlink message immediately
after sending an uplink message, there can be no asynchronous
downlink communication to the end device. Further, the end device

will only accept at most one downlink message for each uplink
message that it sends. Because of these constraints, the typical
use case for Class A devices is for battery-powered sensors that
primarily only need to send data, and only occasionally need to
receive messages in return.

A.2 Tuning Factors
Timing can be tuned using a parameter referred to as the Spread-
ing Factor (SF), which determines the frequency at which data is
sent. SF ranges from 7-12, where lower SF values correspond to
higher transmission rates and higher SF values correspond to lower
transmission rates. SF7 is considered to be the ideal setting for
maximizing throughput while minimizing power consumption due
to the shorter times required to transmit a single payload. However,
higher SF values can be used to ensure greater reliability of trans-
mission. To enable LoRa end-devices to be responsive to changing
interference conditions, the gateway can communicate to devices
which SF value it should use for best performance at any give time.
This adaptive data rate (ADR) mechanism is an optional setting
that we leverage in our experiments in Section 4.1.

Additionally, LoRa allows for three different channel widths: 125
kHz, 250 kHz, and 500 kHz [61, 98]. Notably, the ADR mechanism
also moderates the channel bandwidth from transmission to trans-
mission for achieving optimal throughput and power consumption.
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